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Abstract 

 
    This paper presents a criterion for the existence of ( ) bounded solutions of the non-

homogeneous first order Kronecker product system. This study enables to discuss stability and 

asymptotic stability of two linear systems of first order in a single framework.  
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1. Introduction 

 
    In this paper, we shall be concerned with the ( ) bounded solutions of the system of two 

first order linear systems of differential equations of different orders given by 

 

                                                            ' ( )x A t x                                                                 (1.1) 

                                                        and 

                                                            ' ( )y B t y                                                                 (1.2) 

 

where A is an ( n n ) matrix and B is an ( m m ) matrix and x, y are column vectors of orders (

1n ), ( 1m )  respectively.  Kronecker product of linear systems and its applications in two-point 

boundary value problems was first introduced by Murty and Fausett [14] in 2002.  Many results 

followed after this basic paper in control theory and in systems analysis in [7]. In this paper, we 

present a criterion for the existence of ( ) bounded solutions of the Kronecker product system 

defined by  

                                               

( ) ' ( ' ) ( ')

             ( ) ( )

             [( ) ( )][ ]m n

x y x y x y

Ax y x By

A I I B x y

                               (1.3) 

 

where I is an identity matrix. Before we present our main results, we give the definition of 

Kronecker product of two matrices and their properties. 

 

Definition 1.1 The Kronecker product of two matrices m nA R  and p qB R is defined as 

( ) ( )ijA B a B  

 

for all 1,2,...,i m and 1,2,...,j n  and is of order mp nqR . 
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The Kronecker product of matrices defined above has the following properties: 

 

(I) ( )( ) ( )A B C D AC BD  (provided AC and BD  are defined) 

 

(II) ( ) ( )T T TA B A B  (where TA is the transpose of A ) 

 

(III) 1 1 1( ) ( )A B A B  (where A and B are non-singular matrices) 

 

(IV) ( ) ( ) ( )
d dA dB

A B B A
dt dt dt

 

 

(V) A B A B  

 

For more information on Kronecker product of matrices, we refer to a paper of Murty and Fausett 

[14].  This paper is organized as follows: In section 2, we present certain important results on 

Kronecker product linear systems and the general solutions of (1.3) in terms of two fundamental 

matrix solutions of (1.1) and (1.2).  We also obtain -bounded solution of (1.1) and -bounded 

solution of (1.2) by using kronecker product of matrices in a systematic way.  Here and are (

m m ) and ( n n ) continuous matrices on R .  The introduction of ( ) function allows us to 

study stability and asymptotic stability of the system (1.3). In section 2, we present basic results 

that are needed for later discussion.  Our main results are described in section 3.  Solution of 

Kronecker product initial value problems was due to Murty, Balaram and Viswanadh [7].  Stability 

properties of a system of differential equations were studied by Murty, Viswanadh, et. al. [8].In 

2019, Viswanadh and Murty presented a criterion for the existence and uniqueness of a solution to 

a three-point boundary value problem [6].  The existence of -bounded solutions of linear system 

of differential equations is presented in [1,2]. Kasi Viswanadh, et. al. [13] extended the idea of 

-bounded solutions of linear systems to time scale dynamical systems.  These results are further 

extended to fuzzy systems by Kasi Viswanadh V. Kanuri in [12]. Further results on ( )  are 

taken from [9]. Further significant results in this direction are also taken from [5,6,8].  For results 

on first order fuzzy difference systems, we refer to Yan Wu, Divya L. Nethi et.al [15]. The results 

presented in this paper can be extended to fuzzy Kronecker product linear systems and also on time 

scale dynamical systems. Working in this direction is in progress. 

 

2. Preliminaries 
 

In this section, we outline some of the basic results on Kronecker product linear systems and present 

-bounded solutions for a system of differential equations introduced by Aurel Diamandescu [1]. 

 

Theorem 2.1 ( ( ) ( ))t t is a fundamental matrix of  

 

                                           ( ) ' [( ( ) ) ( ( ))]( )m nx y A t I I B t x y                                  (2.1) 

 

if and only if ( )t  and ( )t are fundamental matrices of (1.1) and (1.2), respectively. 

Proof: First suppose that ( )t  and ( )t are fundamental solutions of (1.1) and (1.2).  Then,  

 

'( ) ( ) ( )t A t t  and '( ) ( ) ( )t B t t . 
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Consider, 

( ) ' ( ' ) ( ')

              ( ) ( )

               =[( ) ( )]( )m n

A B

A I I B

 

 

Hence, ( )  is a fundamental matrix of (2.1). 

Conversely, suppose ( )  is a fundamental matrix of (2.1).  Then, 

 

( ( ) ( )) ' [( ( ) ) ( ( ))]( )( )

                       [ ( ) ( ) ( )] [( ( ) ( ) ( )]

m nt t A t I I B t t

A t t t t B t t
 

from which, 

[ '( ) ( ) ( )] ( ) ( ) [ ( ) ( ) '( )]t A t t t t B t t t . 

 

Multiplying both sides with 1 1( ) ( )t t , we get 

 

                        1 1( )[ '( ) ( ) ( )] ( )[ ( ) ( ) '( )]m nt t A t t I I t B t t t                       (2.3) 

 

Equation (2.3) holds if and only if 1( )[ '( ) ( ) ( )]t t A t t and  1( )[ ( ) ( ) '( )]t B t t t are either 

a null matrix or unit matrix.  If each equals a null matrix, then 

 
1( )[ ( ) ( ) '( )] 0t B t t t  

 

implies ( ) '( ) 0B t t .  Hence, is a fundamental matrix of ' ( )y B t y .  Similarly, it can be 

shown that is a fundamental matrix of ' ( )x A t x . Suppose each expression is equal to a unit 

matrix, then  
1( )[ '( ) ( ) ( )] nt t A t t I  

 

                                                          '( ) ( ( ) ) ( )nt A t I t                                                 (2.4) 

 

which clearly shows that is a fundamental matrix of (2.4), a contradiction.  Similarly, we can 

show that 1( )[ ( ) ( ) '( )]t B t t t cannot be a unit matrix.                                                           

 

Theorem 2.2 Let the matrix ( )A t  be bounded.  Then the system ' ( )x A t x has at least one -

bounded solution in for every -summable sequence of if and only if there exists a 

positive constant K such that  

 

                                         1 1
1( ) ( ) ( ) ( )t t P s s K  for 0 s t                               (2.5) 

and 

                                        1 1
2( ) ( ) ( ) ( )t t P s s K  for 0 t s                               (2.6) 
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Definition 2.1 A function : d is said to be -bounded on if ( ) ( )t t is bounded on 

. 

 

    Let ( )A t be a continuous ( )n n matrix and ' ( )x A t x , and let be a fundamental matrix of 

' ( )x A t x  satisfying (0) nI . Let 1X denote the subspace of n consists of all vectors whose 

values are -bounded solutions of ' ( )x A t x , and let 2X  be an arbitrary fixed subspace of n

supplementary to 1X .  Let 1P be the projection of n onto 1X and 2 1P I P  the projection on 

2X .  Then, 1lim ( ) ( ) 0
t

t t P and 1lim ( ) ( )( ) 0
t

t t I P .  The  -bounded solutions of 

linear system of differential equations ensures stability and asymptotic stability of the linear 

systems.  If every solution of the linear system goes to zero as t , then the linear system is 

said to be asymptotically stable. 

 

3. Main results 

 
    In this section, we shall be concerned with the existence of ( ) bounded solutions of the 

Kronecker product linear system (2.1 is an ( )n n non-singular matrix and is an ( )m m  non-

singular matrix, and 1 1 1( ) .Here after  we assume that ( )Y t is a fundamental 

matrix of (1.1) and ( )Z t is a fundamental matrix of (1.2 ).  We present a criterion for the existence 

of the ( ) bounded solutions of the Kronecker product linear homogeneous equation (2.1). 

 

Theorem 3.1 Let A and B be ( )n n  and ( )m m continuous real matrices such that 

‖(𝜙(𝑡) ⊗ 𝜓(𝑡))(𝑌(𝑡) ⊗ 𝑍(𝑡))(𝑃1 ⊗ 𝑃2)[𝑌−1 ⊗ 𝑍−1][𝜙−1(𝑠) ⊗ 𝜓−1(𝑠)]‖ ≤ 𝐾1 

, for 0t s  

 

and let ( )t , ( )t be such that  

 

‖(𝜙(𝑡) ⊗ 𝜓(𝑡))(𝑌(𝑡) ⊗ 𝑍(𝑡))(𝐼𝑛 ⊗ 𝐼𝑚 − 𝑃1 ⊗ 𝑃2)[𝑌−1 ⊗ 𝑍−1][𝜙−1(𝑠) ⊗ 𝜓−1(𝑠)]‖ ≤ 𝐾2 

, for all 0t s .  

 

Then, the Kronecker product system (2.1) admits at least one ( ) bounded solution on for 

every continuous ( ) bounded matrix function on if and only if there exist positive 

constants 1K and 2K such that, for 0 s t ,  

 

1 1 1 1 ( )
1 2 1 2( ( ) ( ))( ( ) ( ))( )( ( ) ( ))( ( ) ( )) ( ) t st t Y t Z t P P Y s Z s s s K K e   (3.1) 

 

for 0 t s ,  

 

and 

 

1 1 1 1 ( )
1 2 1 2( ( ) ( ))( ( ) ( ))( )( ( ) ( ))( ( ) ( )) ( ) s tt t Y t Z t P P Y s Z s s s K K e  (3.2) 

for 0 ≤ 𝑠 ≤ 𝑡.  
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Before we prove the theorem, we first observe that, from (3.1) and (3.2), as t , the right-hand 

side of (3.1) and (3.2) approaches zero.  Hence, every ( ) bounded solution of (3.1) implies 

that the linear system is stable and infact asymptotically stable. We first prove the following lemma 

before proving our main theorem. 

 

Lemma Let ( )A t and ( )B t be continuous real valued matrix functions such that the Kronecker 

product linear homogeneous system (2.1) has at least one ( ) bounded solution on for 

every ( ) summable sequence nf  on if and only if there exist positive constants 1K and 

2K such that, for 0 s t , 

 

‖(𝜙(𝑡) ⊗ 𝜓(𝑡))(𝑌(𝑡) ⊗ 𝑍(𝑡))(𝑃1 ⊗ 𝑃2)[𝑌−1 ⊗ 𝑍−1][𝜙−1(𝑠) ⊗ 𝜓−1(𝑠)]‖ ≤ 𝐾1 

 

and for 0 t s , 

 

‖(𝜙(𝑡) ⊗ 𝜓(𝑡))(𝑌(𝑡) ⊗ 𝑍(𝑡))(𝑃1 ⊗ 𝑃2)[𝑌−1 ⊗ 𝑍−1][𝜙−1(𝑠) ⊗ 𝜓−1(𝑠)]‖ ≤ 𝐾2 

 

Proof: First, suppose that the Kronecker product system (2.1) has at least one ( )

bounded solution on
m n

for every continuous and ( ) bounded sequence of functions

( )nf t .  Moreover, let B be the Banach space of all ( ) bounded and continuous functions 

(𝑥 ⊗ 𝑦): ℝ𝑚 × ℝ𝑛 → ℝ, with the norm 
 

( ) sup ( ( ) ( ))( )
t

x y t t x y . 

 

Let D denote the set of all ( ) bounded and continuously differentiable functions 

 

(𝑥 ⊗ 𝑦): ℝ𝑚 × ℝ𝑛 → ℝ, such that ( (0) (0))x y x x  

 

and 'x Ax B and 'y By B.  Evidently, D is a vector space.  We define 

 

‖𝑥 ⊗ 𝑦‖𝐷 = ‖𝑥 ⊗ 𝑦‖𝐵 + ‖(𝑥 ∗ 𝑦)′ − [(𝐴(𝑡) ⊗ 𝐼𝑚)] ⊗ [𝐼𝑛 ⊗ 𝐵(𝑡)]‖𝐵  
 

Then, it can be easily proved that  {𝐷, ‖. ‖𝐷} is a Banach space and  

 

lim [ ( ) ( )][ ( ) ( )] [ ( ) ( )][ ( ) ( )]n n
n

t t x t y t t t x t y t , 

 

and hence, 

 

1sup ( ( ) ( ))( )( ) sup ( ( ) ( )) ( )
t t

t t x y t K t t f t .    

 

To this end, we define a mapping 

 

:T D B by ( ) ( ) ' ( ) ( )m nT x y x y A I I B  ??? 
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Then, T is linear and bounded with 1T .  It can be shown that T is onto. Hence, 
1T exists and 

is also bounded. The rest of the proof of the lemma follows. 

 

Proof of Theorem 3.1: Suppose that the Kronecker product linear system (2.1) admits a ( )

bounded solution.  Then it is claimed that (3.1) and (3.2) hold. By hypothesis, there exists positive 

constants 1K and 2K  such that  

 

1 1 1 1
1 20

1 1 1 1
1 2 1 2

( ( ) ( ))( ( ) ( ))( )( ( ) ( ))( ( ) ( ))

( ( ) ( ))( ( ) ( ))( )( ( ) ( ))( ( ) ( ))

t

t

t t Y t Z t P P Y s Z s s s ds

t t Y t Z t P P Y s Z s s s ds K K

 

 

for 0t .  Since Y and Z are fundamental matrix solutions of ' ( )x A t x  and ' ( )y B t y , it 

follows that  

 

( ) ( ) (0) ( ) ( )
t

s
Y t Y s Y A s Y s ds , , 0t s  

and 

( ) ( ) (0) ( ) ( )
t

s
Z t Z s Z B s Z s ds , , 0t s . 

 

Therefore, 

 
1 1 1 1

1 1 1 1

( ( ) ( ))( ( ) ( )) ( ( ) ( ))( ( ) ( ))

( ( ) ( ))[( ( ) )( ( )][ ( ) ( )][ ( ) ( )]
t

m ns

t t Y s Z s t t s s

t t A s I I B s Y s Z s s s ds
 

 

Therefore, for all 0t s  

 

1 1 1 1 ???( )
1 2 1 2( ( ) ( ))( ( ) ( ))( )( ( ) ( ))( ( ) ( )) t st t Y t Z t P P Y s Z s s s K K e    (3.3) 

 

Now (2.5) and (3.3)  imply (3.1).  Similarly, (2.6) and (3.3) imply (3.2). 

Conversely, suppose that (3.1) and (3.2)  hold.  Then, it is claimed that Y and Z are fundamental 

matrices to (1.1) and (1.2), respectively.  From (3.1), we have 

 

1 1 1 1
1 20

1 1 1 1
1 2 1 2

( ( ) ( ))( ( ) ( ))( )( ( ) ( ))( ( ) ( ))

( ( ) ( ))( ( ) ( ))( )( ( ) ( ))( ( ) ( ))

t

s

t

t t Y t Z t P P Y s Z s s s ds

t t Y t Z t P P Y s Z s s s ds K K

   (3.4) 

 

since ( )t se is decreasing for all , 0t s , 0t s , and 0 .  Let ( ( ) ( ))u t v t be equal to the 

L.H.S. of (3.4).  Then ( ( ) ( ))u t v t  is a solution of (1.3).  Hence, it follows that ( ( ) ( ))Y t Z t is a 

fundamental matrix solution of (1.3).  By Theorem 2.1, it follows that Y is a fundamental matrix of 

(1.1) and Z is a fundamental matrix of (1.2). On the next theorem, we prove the asymptotic stability 

property of the solution of (1.3). 
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Theorem 3.2 Suppose ( ( ) ( ))Y t Z t be a fundamental matrix solution of (1.3) satisfying (3.1) and 

(3.2).  Then, 

 

(i) lim ( ( ) ( ))( ( ) ( )) 0
t

t t Y t Z t  

 

(ii) The continuous bounded functions 1 2( ) : mnf f is such that 

     1 2lim ( ( ) ( ))( ) 0
t

t t f f . 

 

Proof: As a result of Theorem 3.1, we have for every continuous and ( ) bounded functions

1 2( ) : mnf f , the equations (1.1) and (1.2) yield ( ) bounded solution and hence the 

result follows. 

 

 

References 

 
1. Aurel Diamandescu, Existence of bounded solutions for a system of differential equations, 

Electronic J. of Differential Equations, vol. 2004, no. 63, p: 1-6 (2004). 

 

2. Aurel Diamandescu, A note on existence of bounded solutions for a system of differential 

equations, Electronic J. of Differential Equations, vol. 2008, No. 128, p: 1-11 (2008). 

 

3. C. V. Negotia and D. A. Ralescu, Applications of fuzzy sets to systems analysis, Birkhauser 

Basel (1975). 

 

4. J. J. Nieto, The Cauchy problem for continuous fuzzy differential equations, Fuzzy Sets and 

Systems, vol. 102, no. 2, p: 259-262 (1999). 

 

5. K. N. Murty, S. Andreou, K.V.K. Viswanadh, Qualitative properties of general first order matrix 

difference systems, J. of Nonlinear Studies, vol. 16, p:359-369 (2009). 

 

6. Kasi Viswanadh V. Kanuri, K.N. Murty, Three-Point boundary value problems associated with 

first order matrix difference system-existence and uniqueness via shortest and closest Lattice vector 

methods, J. of Nonlinear Sciences and Applications, vol. 12, p: 720-727 (2019). 

 

7. K. N. Murty, V. V. S. S. S. Balaram, K.V. K. Viswanadh, Solution of Kronecker Product Initial 

Value Problems Associated with First Order Difference System via Tensor-based Hardness of the 

Shortest Vector Problem, Electronic Modeling, vol. 6, p: 19-33 (2008). 

 

8. K.N Murty, K.V.K Viswanadh, P Ramesh, Y. Wu, Qualitative properties of a system of 

differential equations involving Kronecker product of matrices, J. of Nonlinear Studies, vol. 20, no. 

3, p:459-467 (2013). 

 

9. K. N. Murty, Y. Wu, Viswanadh Kanuri, Metrics that suit for dichotomy, well conditioning and 

object oriented design on measure chains, J. of Nonlinear Studies, vol. 18, no. 4, p:621-637 (2011). 

 

10. V. Lakshmikantham, K. N. Murty, J. Turner, Two-point boundary value problems associated 

with nonlinear fuzzy differential equations, Math Inequal Appl., vol. 4, p:527-533 (2001). 

International Journal of Scientific & Engineering Research Volume 11, Issue 6, June-2020 
ISSN 2229-5518 162

IJSER © 2020 
http://www.ijser.org

IJSER



 

11. V. Lakshmikantham, R. N. Mohapatra, Theory of Fuzzy Differential Equations and Inclusions, 

Taylor and Francis, London (2003). 

 

12. Kasi Viswanadh V. Kanuri, On the existence of -bounded solutions of linear fuzzy 

differential systems on time scales, International Journal of Scientific and Engineering Research, 

vol. 11, no. 5, 613--624 (2020). 

 

13. Kasi Viswanadh V. Kanuri, R. Suryanarayana, K.N. Murty, Existence of Ψ-bounded solutions 

for linear differential systems on time scales dynamical systems, J. of Math. and Computer Science, 

vol. 20, 1--13 (2020). 

 

14. K. N. Murty, D. W. Fausett, Fundamental theory of control systems involving a Kronecker 

product of matrices, J. of Nonlinear Studies, vol. 9, no. 2, p:133-143 (2002).  

 

15. Yan Wu, Divya L Nethi and K.N.Murty, Initial Value Problems Associated With First Order 

Fuzzy Difference System - Existence And Uniqueness, 2020, Vol. 11, no. 3, pp. 37846-37848 

 

 

 

 

International Journal of Scientific & Engineering Research Volume 11, Issue 6, June-2020 
ISSN 2229-5518 163

IJSER © 2020 
http://www.ijser.org

IJSER




